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Abstract. In this paper, instructional
design is described as a high-level
thinking process. This characterization
provides more information regarding
the way instructional design is learned
and actually practiced in three ways.
First, analyzing instructional design
from the perspective of cognitive psy-
chology makes possible dassification of
design models along a continuum from
general heuristics to specific al-
gorithms. Second, the literature on
planning, schema theory, develop-
ment of expertise and metacognition
supports the notion that instructional
design models represent designers’
schemata. Third, the development of
design schemata can be traced over
time to chart the similarities between
cognitive abilities of designers. The
implications drawn from this analysis
can enhance understanding of the de-
sign process as well as improve
strategies to teach instructional design,

Over the past three decades, instruc-
tional design has been characterized in
a myriad of models which range from
very specific, step-by-step algorithms
to general frameworks or heuristics
{e.g., Gagne & Briggs, 1979; Sherman,
1980). While these seemingly
dichotomous viewpoints appear in
various forms in the extant literature
(see Andrews & Goodson, 1980, for a
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review), a reconceptualization of in-
structional design as a complex intel-
lectual activity similar to other known
sophisticated thinking strategies may
lead to a more productive understand-
ing of essential processes and
strategies. The one ingredient which is
consistent in all these models is that

their purpose is to guide the decisions -

that designers must make during the
design process.

Extending Simon’s (1973) definition
of design in general, we propose that
instructional design is “‘a system of
productions, in which the elements al-
ready evoked from memory and the
aspects of the design already arrived at
up te any given point would serve as
the stimuli to evoke the next set of ele-
ments” (p. 190).

From this perspective, the steps and
processes of instructional design may

.be appropriately considered as cogni-

tive tools which must be acquired, de-
veloped, selected, and mnianaged
through the complex decision-making

activities that constitute instructional
design. By comparing instructional de-
sign to other thinking strategies such as
problem solving and decision making,
the research and theories of cognitive
science can be employed to generate
implications and testable hypotheses.
Such comparisons may also provide a
better understanding of how the cogni-
tive operations which instructional de-
signers use can be learned and de-
veloped.

Instructional Design and
Complex Thinking
Strategies

For many years, those who investi-
gate high-level thinking skills have
represented “problems” on a con-
tinuum anchored on the one end with
“well-defined” and on the other end
with “ill-structured” (Greeno, 1976;
Reitman, 1965). Well-defined problems

Because designers rarely have clear
goals or structured behaviors to

solve problems, they typically employ
heuristics to guide, organize, or
pattern problem solutions.



tend to be solved using an established
set of procedures expressed as ruies or
algorithms. These problems have clear
goals and learning to solve them is
often a function of time and practice. In
many cases, the ultimate ability to solve
weli-defined problems is functional
automaticity in which solution actions
operate without conscious attention. In
contrast, ill-structured problems have
no clear goal or specific solution pro-
cesses. Consequently, these problems
present a different, and perhaps grea-
ter, intellectual challenge.

Allinstructional design problems fall
somewhere along this continuum of
well-defined to ill-structured (see Fig-
ure 1); however, ““design” problems by
and large fall toward the ili-structured
anchor. Because designers rarely have
clear goals or structured behaviors to
solve problems, they typically employ
heuristics to guide, organize, or pattern
problem solutions. Similarly, scien-
tists and artists, among others, lack
specific goals and procedures to pro-
duce products. As a result, they
employ heuristics, such as the scientific
method, problem solving, creativity,
and decision making, which provide a
general model of the processes they
use. Whether these heuristics operate
like algorithms or serve as a theoretical
schema for systematic problem explor-
ation has been the subject of con-
troversy (e.g., Carroll, Thomas, &
Malhotra, 1980). Nonetheless, within
the domain of instructional design,
little attention has been given to iden-
tifying and explaining the intellectual
activities associated with designing in-
struction.

Well Structured, \

Instructional Design Thinking

In many respects, the structure or
components of instructional design are
similar to those of general problem sol-
ving (see Polya, 1957). Instructional de-
sign begins with understanding the
problem by establishing goals, analyz-
ing needs and learner characteristics,
and identifying the scope and content
of the subject. Once the “problem
space” has been defined, the designer
breaks the problem into a series of sub-
goals that, if reached, will solve the
problem. These component activities
can include potential actions such as
identifying and sequencing objectives,
devising activities, choosing materials,
and planning evaluations. In this way,
an ill-structured, global design prob-
lem with broad definitions becomes
more structured and specific {Simon,
1973).

In reviewing the literature, we found
that design models, like problems,
could be distributed along a continuum
ranging from broadly defined, general
heuristics to specific step-by-step al-
gorithms. General models (e.g., Wild-
man, 1980} provide an overall, yet
abstract, sequence of mental processes
or strategies. On the other hand, al-
gorithmic models (e.g., Annarino,
1983) are step-by-step procedures that
are developed for a specific content
area and outline each incremental de-
sign activity in a very concrete manner.

These examples illustrate relatively
well-defined points on this instruc-
tional design continuum. Others, such
as Scandura (1983) and Landa (1976)
present positions which differ in

Maoderate Structure

specificity and structure and may be
less reliably placed on such a con-
tinuum.

On the surface, design models give
the designer a set of actions for plan-
ning by providing an external
framework to guide the design process.
But at a deeper level, design models
represent a mental framework or
schema of a designer’s internal organi-
zation of knowledge and information
about instructional design. Con-
sequently, in addition to depicting in-
structional design as a product-ori-
ented activity, instructional design
models should also be considered to
represent intellectual processes, These
cognitive activities of designing in-
struction are epitomized by the interac-
tions between the complexity of the
designer’s cognitive structures , the in-
structional design task, and the envi-
ronment (see Figure 2}.

Theoretical Background

Though little research on the thought
processes of instructional designers
exists, there is considerable evidence
from cognitive psychology which sup-
ports the importance of the relation-
ship between cognitive activities and
behavioral outcomes (Ericsson & Si-
mon, 1984). In a study of instructional
designers’ thought processes, Nelson
(1987) compared the design models
and knowledge of experts and novices.
Not surprisingly, differences between
experts and novices mirrored the find-
ings from previous expert/novice com-
parison studies in such domains as

/ il Structured,

Specific,
Algorithmic

Step-by-step procedure
to produce an
instructional product

Example:
Annaring (1983)

p

General rules and
procedures with
spaciflc examples

Example:
Gagne & Briggs (1979)

General,
\ Heurlstic

General concepts which
follow a “deslgn” sequence

Example:
Wildman (1980)

Figure 1. A continuum illustrating the relative characteristics
cof the structure of specific vs. general instructional designs.

JOURNAL OF INSTRUCTIONAL DEVELOPMENT



T T

chess (e.g., Chase & Simon, 1973), elec-
tronics (e.g., Egan & Schwartz, 1979),
and physics (e.g., Larkin, McDermott,
Simon, & Simon, 1980). That is, in
comparison to novices, experis’
knowledge structures are more highly
organized and well-integrated, and
experts are able to respond to and com-
plete tasks more quickly and systemat-
ically. The literature on planning,
schema theory, development of exper-
tise, and metacognition provides an ex-
tensive analysis of the mental activities
associated with complex intellectual
tasks which may also add to our under-
standing of the thought processes of
expert instructional designers.

Planning

Using their theory of human prob-
lem solving, Newell and Simon (1972)
compared planning to the use of an
algorithm in solving a problem. Specif-
ically, plan construction was viewed as
an auxiliary activity that aids in the so-
lution of a problem by guiding the ac-
tion in the problem space. Newell and
Simon proposed that a plan is gener-
ated by: (1) abstracting details from
original objects and operators; (2) form-
ing a similar abstract problem; (3) solv-
ing this abstract problem and using the
solution to provide a plan for solving
the original problem; and {4) translat-
ing the plan back to the original prob-
lem space for execution.

This planning process has been
modeled on computers by several re-
searchers (Newell & Simon, 1972; Sac-
erdoti, 1974). Called automatic plan-
ning systems, these models operate by
a process of successive refinement in
which a solution is generated, com-
pared to a standard, modified, com-
pared again, and so on until a good (or
acceptable) outcome is achieved.
Though Fikes (1977} reported several
methods used to represent knowledge
in these systems, typically a goal state
is specified and the planner matches
the goal to an action that will achieve
some portion of the goal. The geal is
then recansidered in light of that new
action. This kind of planning’process is
called “top-down” because solutions
are progressively developed by moving
from general to specific states of
abstraction.

Hayes-Roth and Hayes-Roth (1979)
propose an alternative model of plan-
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Figure 2. A representation of the interaction
between the designer and the design environment.

ning that is less rigid than the top-
down process just described. Their
computer-implemented planning sys-
tern works at different levels of abstrac-
tion and can adopt different planning
methods depending on the given prob-
lem. Decisions are made by specialists
at a variety of abstraction levels includ-
ing executive, meta-planning, plan-ab-
straction, knowledge-base, and plan
levels. The planning process is con-
trolled by the executive which selects a
specialist to generate and record a deci-
sion. Depending on the specialist cho-
sen, decisions can involve any of the
five levels of abstraction. The cycle con-
tinues until a complete plan exists or
until the existing plan satisfies the
given criteria.

Hayes-Roth and Hayes-Roth {1979)
contend that this planning method is
similar to actual human planning,
where decisions regarding the solution
are made at a variety of levels and notin
top-down fashion. In general, how-
ever, these computer models portray

planning as an information-enriching
activity which involves sorting and
comparing mudtiple alternatives. The
essential action is relating generated al-
ternatives to desired goal states and
judging their adequacy. Computer
planning programs are often effective
because of their capability to quickly
and tirelessly rate the salience of infor-
mation or cues and to compare alterna-
tives; consequently, effidency is not a
problem. Humans, however, have
neither the memory power nor the im-
mediate access characteristics of com-
puters. Thas, conceptual schemata or
knowledge structures become critical
components of planning in order to
manage and control cognitive opera-
tions with any precision.

For example, ordinarily designers
organize a design task with either a
general heuristic or an algorithm. The
conceptual structure serves as a means
to extract needed information and re-
late the information to intended out-
comes. Through an iterative process of
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Despite having no content expertise, the
designer has a set of representations
based on a “design model” which can
guide the development of an effective

training program.

consideration and reconsideration, de-
signers can make judgments about
what information is available, needed,
and missing. In many ways, the con-
ceptual structure is a design template
into which decision information is
categorized, considered, and stored.
Without such a schema, the design task
could be overwhelming due to the vol-
ume of information associated with
training on a complex task (Holmes &
Sherman, 1987). Thus, the design
schema provides a conceptual struc-
ture for the design task which facilitates
efficent and effective management of
relevant information.

Schema

According to schema theory, as peo-
ple work through problems they con-
stantly compare the knowledge stored
in memory (organized in schemata) to
current situations and use the compari-
sons to decide whht to do (Mayer,
1983). If prior knowledge and experi-
ence are relevant to the task (i.e.,
well-defined), the problem can be
comparatively easy to solve. But if in-
dividuals have no specific knowledge
available with respect to the task, then
they have no schemata for making
evaluative judgments. In this case,
general knowledge acquired in previ-
ous situations which is organized in
nonspecific schemata must be acces-
sed. These nonspecific schemata define
general principles of action often ex-
pressed as heuristics.

32

The notion of schemata as basic,
stereotypical descriptions of general
knowledge was first proposed by
Bartlett (1932). More recently, Alba and
Hasher (1983) have elaborated the def-
inifon: of a schema as a framework
which “selects and actively modifies
experiences in order to arrive at a co-
herent, unified, expectation-confirm-
ing and knowledge-consistent repre-
sentation of an experience” (p. 203),

Schank and Abelson described
schemata or scripts as stereotypical
representations of common events, ac-
tivities, or settings. Scripts may contain
general information about a setting and
spedific information about the activities

‘which may occur in that setting.

Schank and Abelson (1977) have used
scripts as the central organizational
element in their research on computer
understanding of natural human lan-
guage.

Using this script theory, Bower,
Black, and Turner (1979} studied un-
derstanding and memory of narrative
text passages. Their findings indicated
that subjects generally agreed on the
conventional roles, props, and se-
quences of standard activities such as
eating in a restaurant or going to a con-
cert. Moreover, comprehension and
recall of narrative passages was shown
to be related to the degree to which a
passage resembled an existing script.
Thus, these scripts exert a powerful in-
fluence on comprehension, In effect,
comprehension is a constructive activ-
ity rather than a background task of
“taking meaning off a page.”

Consider the position of instruc-
tional designers developing a training
program on tasks which are unfamiliar
to them. Despite having no content ex-
pertise, the designer has a set of repre-
sentations based on a “design model”
which can guide the development of an
effective training program. By follow-
ing this script of cognitive behavior, the
designer can “think through” design
procedures and initiate design ac-
tivities consistent with the design
model.

Jeffries, Turner, Polson, and Atwood
(1981) examined the role of schemata in
the design of computer software. They
contend that a general design schema
for software designers exists which
contains abstract knowledge about the
overall structure of a design as well as
the processes involved in generating
that design. They assume that, at least
for expert software designers, design
schemata would be similar, although
individual differences between experts
could exist because of variations in
software design experience, These
schemata appear very simifar to what
are called design models. Based on
schema theory, we can expect the com-
plexity and generality of designers’
schemata to influence design concep-
tualizations, activities, and outcomes.
We can also expect these schemata to
change with experience, time, and re-
flection.

Development of Expertise

Piaget (1970) proposed that cognitive
structures or schemata change as indi-
viduals encounter different situations
and tasks. He believed that schema
development follows an orderly evolu-
tion through various stages which rep-
resent qualitative change to progres-
sively more sophisticated levels of
reasoning, These changes, rather than
being isolated, permeate and reorga-
nize many different schemata. The in-
dividual plays an important role in this
process by comparing new and old
schemata, recognizing changes based
on new experience, and actively reor-
ganizing schemata to promote new
understanding,.

In a study by Pitt (1983), problem-
solving schemata were shown to be es-
sentially the same for adolescents and
adults. However, significant develop-
mental differences between age groups
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designer can “think through” design
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contains abstract knowledge about the
overall structure of a design as well as
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were found in how problems were de-
fined and in the use of problem-solving
strategies. Adults were shown to use
qualitatively different subroutines
and deductive strategies for problem
solving. For example, Pitt gave a
chemistry problem to 10th graders and
college juniors who had no significant
background in chemistry. By measus-
ing the subroutines of the solution pro-
cess for each subject, Pitt showed that,
although the 10th-grade students fol-
lowed the same general heuristics and
strategies as the older group, they “de-
fined problems inadequately and gen-
erated ill-formed, inaccurate hypothe-
ses,” as well as possessed “limited
ability to coordinate information or op-
erations” (p. 547).

Other studies have also demon-
strated significant differences in prob-
lem-solving abilities between experts
and novices in such domains as chess
(Chase & Simon, 1973), physics {Chi,
Glaser, & Rees, 1982; Larkin, McDer-
mott, Simon, & Simon, 1980), political
cognition (Fiske, Kinder, & Larter,
1983), and computer programming
{McKeithen, Reitman, Rueter, & Hir-
tle, 1981). In general, these studies
show differences in task performance
and problem representation based on
experience in the problem domain. Ex-
perts tend to “chunk” or organize in-
formation into more highly structured
patterns and to complete the task more
quickly than novices. Experts also ap-
pear to represent problems differently
than novices because of their superior
ability to recognize patterns, infer rela-
tionships, disregard irrelevant infor-
mation, and recall similar problems
from past experience.

Differences between expert and
novice instructional designers are
likely to be similar. For example, novice
designers are more likely than experts
to use design models at a surface level.
As a result, novices may miss impor-
tant, though subtle, characteristics of
performance and the developmental
experiences which lead to satisfactory
performance. Training programs based
solely on the behaviors of established
masters could ignore the similarities
between components of the criterion
task as well as optimum training pro-
cedures to teach trainees when to gen-
eralize and discriminate the application
of learned competencies. With experi-
ence and reflection, expert instruc-
tional designers should represent de-
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sign problems more accurately andina
more organized manner. Thus, expert
instructional designers’ schemata
should be governed by qualitatively
superior intellectual strategies which
make possible a better understanding
of problems and the process by which
they may be solved. Cognitive scien-
tists have named these higher order
cognitive skills metacognition.

Metacognition

The cognitive functions of experts
are likely to proceed in a hierarchical
manner with superordinate processes
controlling more basic subordinate
processes. Kagan (1976) has identified
some of these higher level metacogni-
tive or executive functions, to include:
(1) recognition of the nature of a prob-
lem and adjustment of effort to task
difficulty; (2) flexibility with respect to
alternatives; (3) activation of organiza-
tion and rehearsal strategies; (4) control
of distraction and anxiety; and (5) faith
in the power of thought.

alternative executive strategies and the
ability to apply them appropriately
may be an important component of
planning expertise” (p. 48). Though
controversial (e.g., Gagne, 1987), the
use of executive strategies may help to
allocate cognitive resources and in-
crease the generality of cognitive
abilities. This suggests that training in
the application of a variety of executive
strategies may be an aid in teaching
instructional design.

Implications

The apparent similarity between the
characteristics of high-level modes of
thought and those required for instruc-
tional design raises implications for
training and future research. First, it
appears that an instructional design
model represents the design schema of
its user. In part, this explains the prolif-
eration of design models that has oc-
curred {e.g., Andrews & Goodson,
1980). Each model is in effect, a schema
of the specific actions required to solve

Just as there are different stages of
cognitive development, similar levels
can be identified with respect to models

of instruction.

The role of executive functions was
investigated in a study by Hayes-Roth
(1980} in which the predictions made
by the opportunistic model of planning
(Hayes-Roth and Hayes-Roth, 1979)
were tested for an errand-planning
problem. The results of this study
showed that people can acquire new
executive strategies by instruction or
experience, and adjust old or adopt
new executive strategies according to
the problem characteristics. There was
also an indication that “knowledge of
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the design problem it addresses. What
is important, however, is that these
models must match the users’ cognitive
abilities. Just as there are different
stages of cognitive development, simi-
lar levels can be identified with respect
to models of instructional design.
Thus, these models tend to differ on
levels of specificity, from elaborate and
algorithmic to simple and generic. In
practice, users must find or generate a
model that matches their existing cog-
nitive abilities.
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An interesting paradox here is that,
as design models become less specific,
designers need more highly developed
and sophisticated schemata to imple-
ment the subprocesses that are sub-
sumed under the various stages of de-
sign. Like expert chess players, expert
instructional designers must have a
broad knowledge base or vocabulary of
moves which is well developed and
categorized in order to process infor-
mation efficiently and organize it into
large chunks. This intellectual struc-
ture allows designers to retrieve and
use their schemata more effectively as
they receive new information from the
problem space.

Second, because instructional design
involves systematic thinking, clearly
stated purposes must follow an orderly
structure to their conclusions. As a de-
sign project progresses and becomes
more well defined, thinking shifts from
broad considerations such as needs
analysis, to more specific issues such as
specification of individual lesson objec-
tives. This is not to say that instruc-
tional design is a top-down process,
however. One of the features of the
plantning model proposed by Hayes-
Roth and Hayes-Roth (1979) is the flex-
ibility to move from abstract to specific
levels and back again. Decisions made
in the initial stages of planning can
affect subsequent stages, and the de-
signer must be aware of these pos-
sibilities. This aspect of planning is con-
trolled by the executive strategies
which are elements of the designer’s
metacognifive structures.

Third, a broad knowledge base is
needed. Beery, et al. (1981) have iden-
tified domains of knowledge which
they consider essential for instructional
designers. These include systematic
planning, learning theory, instruc-
tional theory, and educational mea-
surement. Basic skills in interpersonal
communication, content analysis, task
analysis, learner analysis, specification
of objectives, and interpretation of data
were also listed as important. Integra-
tion and restructuring of designers’
schemata are necessary for the knowl-
edge and skills to be used effectively,
however. As Piaget’s theory indicates,
the process of cognitive development is
continuous. As one develops expertise
in a domain, skills are refined and
knowledge broadened as designers
gain experience working through suc-
cessive projects. Again, a metacogni-
tive awareness of designers’ knowl-
edge can assist in this development. If
deficiencies are known, steps can be
taken to acquire the needed informa-
tion from sources outside of the desig-
ners’ memory.

Finally, creafivity and flexibility ap-
pear to be important, if not necessary,
components of high-level thinking.
Sachs {1981) has claimed that, It is the
developer’s judgment, sensitivity, and
inventiveness that leads to success” (p.
7}, Instructional design models provide
a proper framework for planning,
management, and organization of
information. The models often fail,
however, to specify when a step is
completed, or what to do to attack

L

By examining the intellectual properties
of instructional design strategies,
designers can use models more
efficiently and better understand the
thinking required to design instruction.
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problems. Rote adherence to a model
does not guarantee an optimum pro-
duct. Many decisions are influenced by
outside constraints and interactions be-
tween people and events. Therefore,
the ability to be flexible and creative in
response to difficulties should be of
concern, For éxample, it appears that
attitudes can be as important as the
methods used. Anderson (1980) re-
ported research suggesting that if peo-
ple imagine themselves as creative, this
can lead to an increase in the creative
ideas they produce.

Summary

We have characterized instructional
design as an intellectual activity. As
such, instructional design can be un-
derstood with reference to the way in-
dividuals think, develop design
schemata, and control and use specific
and general design knowledge,

By examining the intellectual prop-
erties of instructional design strategies,
designers can use models more effi-
ciently and better understand the
thinking required to design instruc-
tion. In addition, examining ““design”
thinking makes possible analyses of the
kinds and levels of activity and exper-
tise required to use various design
models and approaches. As designers
become more experienced in applying
knowledge and skills in a systematic
way, the specific details of the design
process become less important. And,
as more is learned about how designers
think, teaching others to design in-
struction can give greater emphasis to
understanding design strategies. This
will be made possible by revealing the
purposes and structure of alternative
design strategies as well as the in-
tellectual rationale for why such
strategies are necessary.
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